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Abstract

Inhomogeneous ��� fields produce artifacts in MR images including signal dropout and spatial distortion.
We present a perturbative method for calculating the ��� field to first order (error is second order). The pertur-
bation parameter is the susceptibility difference between brain tissue and air: around 10 ppm. This method
is advantageous as it is sufficiently accurate for most purposes, can be implemented as a simple convolution
with a volumetric matter model, and is linear. Furthermore, the method is simple to use and can quickly
calculate the field for any orientation of an object using a set of precalculated basis images.

1 Introduction

Theoretically calculating the �	� field, given a matter distribution, allows modelling of MRI signal dropout,
interaction of �
� and motion effects, manipulation of �	� using active and weakly magnetic passive shims,
respiration effects, etc. Existing methods for calculating �	� use full finite element calculations [1, 2] or approxi-
mate solutions to Maxwell’s equations given either surface models of matter interfaces [3, 4], voxel-based ele-
ments [5] or Fourier representations [6]. By using a perturbation approach to solving Maxwell’s equations [7],
a linear first-order solution can be found which is fast and appropriate for most MR imaging applications. In
addition, the perturbation method allows the magnitude of the errors to be calculated, and hence the accuracy
and appropriateness of the method to be estimated for various applications.

2 Theory

Assuming the object is non-conductive (so �
��� ), the relevant Maxwell’s equations are����� � � (1)����� � � (2)

where
� ��� �

, and the permeability, � , is related to the susceptibility, � , by�
������� �"!#�%$ (3)

where � � is the permeability of free-space.
These equations can be reduced to a single equation by using the magnetic scalar potential [8]

� � �'&
. This

gives � � ��� �(� �	!)��$ ��& $*���,+ (4)

Let the susceptibility, � , be expanded as �-��� � !#./��0 (5)

where � � is the susceptibility of air (i.e. �2143 5��6� � �7�8!'� � $ with � � �69 � �:�8;=< ), and . is a constant that represents
the average difference in the susceptibility of brain tissue and air (e.g. >@?(+BA � �C�D;=E for brain tissues), such that
the typical range of � 0 is from 0 to 1.
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Similarly, expand
&

in a series & � & � !F. & 0G!#.IH & H !6+�+�+ (6)

This perturbation expansion in . can be substituted back into equation 4 to give� � � �
!#� � $ � H & � � � (7)� �"!#� � $ � H & 0"! �J� �K��0 ��& � $L� � (8)

for the zeroth and first order terms in . .
Using the zeroth order equation together with standard vector calculus identities gives a 3D Poisson equation� H & 0 � >M��"!)� � � ��� �N� 0 �'& �I$7$=+ (9)

The Green’s function for this equation is O �KPQ$*� >M�9SR�T (10)

where PU�V�KWQXZY=XZ[�$ and T#�]\^P*\
�V_ W H !#Y H !F[ H . This allows the solution of the Poisson equation to be
written as a convolution & 0S�KPQ$"�a`�`�` O �KPb>cP2de$Zf��KP2dg$8hiP2d (11)

or more concisely as,
& 0j� O6k f , where fl� ; 00 mQnpo � �J� �N��0 ��& � $7$ .

From this the [ -component of the
�

field can be written as�rq � � �'q ���@s &s [ (12)� ���i� �"!#�Q�/$ s & �s [ !F.t���'u8� 0(s & �s [ !v� �"!#�Q�/$ s & 0s [xw !zy��N. H ${+
As the zeroth order term is

�}| ��~q ��� � �7�"!)� � $ s & �p� s [ , then the first order term is� | 0 ~q � ��0�"!)��� � | �4~q !F� � � �"!#� � $ s & 0s [ + (13)

Using the fact that ss W � O6k f�$G� O6k s fs W � s O
s W k f

holds for any

O
and f , together with equations 7, 8, 11 and 13, gives� | 0 ~q � ��0�"!#�Q� � | ��~q > ��*!#�Q� u�u s H Os W s [2w k�� ��0 � | �4~�U� ! u s H Os Y s [2w k�� ��0 � | �4~�U� ! u s H Os [ H w k�� ��0 � | ��~q � w (14)

2.1 Lorentz Correction

The solution derived above is valid for continuous media. However, to know the field applied to the 0�� nuclei
in MR, it is necessary to take account of the discrete nature of the media. The desired field is that applied
externally to the nuclei, and can be calculated from the continuous field using the Lorentz Correction [9, 8].
The corrected field is given by���,� � � >��� � �:� � � >��� u ��"!)� w � ��u � !)�� ! � � w �

(15)

where � ��� �
is the magnetization of the material. Hence the zeroth and first order corrections can be

calculated from the expansion of��| �4~�(� !#. ��| 0 ~�(� � u � !)� �� ! � ��� >c. � ��0� � �"!#�Q�/$ H w � � | ��~ !F. � | 0 ~ � !Fy���.IHI$ (16)� � !#�Q�� ! � � � � | �4~ !#. u � !)���� ! � � � � | 0 ~ > � � 0� �7�G!#� � $ H � | ��~ w !zy��N. H $ (17)
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Consequently, the corrected field solution becomes��| 0 ~�(�Q� q � ��0� !)��� ��| �4~�(�2� q > ��"!#�Q� utu s H Os W s [2w k�� ��0 ��| ��~�,�2� � � ! u s H Os Y s [2w k'� ��0 ��| �4~�(�Q� � � ! u s H Os [ H w k�� ��0 ��| ��~�,�2� q � w + (18)

For the rest of this paper, only the Lorentz Corrected fields will be used although the �"� subscript will be
dropped. Note that the zeroth order fields are also Lorentz Corrected, which is appropriate if they are cali-
brated from NMR frequency results, since the frequency is determined by the corrected field strength.

2.2 Single Voxel Solution

Equation 14 allows the first order
� | 0 ~q

field to be calculated if the zeroth order field
� | �4~ and the susceptibility

distribution � 0 are known. The zeroth order field represents the field which would be present if there were no
object in the scanner (e.g. constant field in the [ direction).
The susceptibility distribution represents the object in the scanner and needs to be specified at each point
in space. For complicated functions though, the required convolutions are difficult, if not impossible, to do
analytically. For most purposes, however, it is sufficient to approximate the object using small rectangular
volume elements (voxels). The advantage of this is that the convolution can be done analytically for a single
voxel.
Consider a single voxel of dimensions �N��X��/XZ��$ , and without loss of generality, let it be centred at the origin���(X4�(XZ��$ with a susceptibility of ��0t�U� within the voxel and ��0r�v� outside the voxel. Given this, the required
convolutions in equation 14 can be written asu s H Os���s [2w k�� ��0 � | ��~� � � `G`�`���0I�KPl>cP2dg$ � | �4~� �NPb>-P2d�$*s H Os���s [ �KP2dg$8hiP2d� ` � mQ�^  H� ; �^  H hiW d�` � mQ¡¢  H� ; ¡¢  H hSY d�` q mQ£¤  Hq ; £¤  H hi[ dts H Os���s [ �KP d $ � | ��~� �KPl>cP d $^+ (19)

where � stands for either WQXZY or [ .
The last integral can be easily calculated from the indefinite integral, which we will denote here as ¥��NP d§¦ PQ$ .
That is ¥��NP d ¦ PQ$*��¥��NW d X7Y d XZ[ d ¦ PQ$G� `�`*`¨s H Os���s [ �NP d $ � | �4~� �NPl>-P d $8hiW d hSY d hi[ d + (20)

giving the single voxel solution as� � � q �KPQ$"��u s H Os���s [ w k � ��0 � | ��~� � � ¥��KW�!F� � � X7Yr!z� � � XZ[@!F� � � ¦ PQ$%>©¥��KW�>©� � � XZYr!z� � � XZ[@!#� � � ¦ PQ$>@¥��NW'!#� � � X7Yª>©� � � X4[j!F� � � ¦ PQ$%>©¥��KW�!#� � � X7Yr!z� � � XZ[r>)� � � ¦ PQ$!r¥��NW�>c� � � X7Yª>©� � � X4[j!F� � � ¦ PQ$2!F¥��KW}>c� � � X7Yr!z� � � XZ[r>)� � � ¦ PQ$!r¥��KW«!F� � � X7Y¬>)� � � XZ[­>©� � � ¦ PQ$%>©¥��KW�>©� � � X7Y¬>)� � � XZ[r>©� � � ¦ PQ${+ (21)

2.2.1 Constant Fields

Case 1:
� | �4~ �NPQ$*���N�(X4�(XC�:$

Using

O �NP d $G� ; 0®�¯p°4± where T d ��\{P d \ gives¥��KP d ¦ PQ$²� `G`�` s H Os [ d H hiW d hiY d hi[ d� `G` s O
s [ d hSW�dChiY8d� `G` [ d9iR�T d�³ hiW d hiY d� �9SR@´pµ4´p¶ u W d Y d[ d T d w (22)

where equation 30 from the Appendix was used in the last step.
By substituting this into equations 14 and 21, the field

�}| 0 ~q
can be calculated for this case. Note that provided

the [ axis corresponds to the main static (constant)
� � field, then this case is all that is required for the field

calculation of a non-conducting object.
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Case 2:
� | �4~ �NPQ$*��� �SX4�(X4�i$

¥��NP d ¦ PQ$L� `�`*` s H Os W d s [ d hiW d hiY d hi[ d� ` O hSY8d� >M�9iRl·Z¸ ¶(¹ ; 0ªº Y d_ W d H !#[ d H,» (23)

using equation 29 from Appendix A.
Again, this can be substituted into equations 14 and 21 to get

� | 0 ~q
.

Case 3:
� | �4~ �NPQ$*���N�(XC�SX4�i$

This is the same as the previous case except all W ’s and Y ’s are swapped.

Note that the single voxel solution, ¥��KP d§¦ PQ$ , in a constant field does not involve the unprimed coordinates, P .
Solutions when the zeroth order field involves a linear spatial gradient can be found in Appendix B and do
involve both primed and unprimed coordinates.

2.3 Combining Voxels

Due to the linearity of equation 18 the single voxel solutions derived in the previous section can be added
together to give the total field for the object as� | 0 ~q �NPQ$*�v¼N½ ± ��0p�KP d $ � �KPl>-P d $^+ (24)

This takes the form of a discrete convolution of the discrete susceptibility map, �*0 , and the single voxel solu-
tion,

�
. Therefore the calculation can be efficiently implemented by using the 3D Fast Fourier Transform (FFT)

as � q �6¾ ; 0 �N¾��¢¿¬�N��0^$Z$¤¾l� � $Z$ (25)

where ¾l� ���C� $ is the FFT and ¿ª� �C��� $ is a zero-padding function, used to ensure that there is no period wrap-
around in the convolution.

2.4 Gradient of the Perturbed Field

The exact analytical gradient of the perturbed field
� | 0 ~ can be calculated by simply replacing the convolution

kernel,
�

, with its gradient and neglecting the first term, since it is proportional to �*0 � | ��~ and has zero gradient
at the centre of the voxel. This can be also be seen from equation 24 which givess � | 0 ~s=À �Á¼ ½ ± � 0 �NP d $ s �s=ÀÃÂÂÂÂ | ½ ; ½ ± ~ (26)

where À stands for WQXZY or [ .

2.5 Changing Orientation

Calculating the field produced by a rotated object is equivalent to calculating the field produced by rotated
applied fields — that is, applying rotated Ä | ��~ . Note that the latter calculation is in the reference frame of the
object, not the scanner, and so calculating the scanner defined [ component of the perturbed field requires
projection onto the scanner frame [ axis unit vector. Furthermore, since Ä | 0 ~ is a linear function of Ä | ��~ then
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rotating Ä | ��~ is equivalent to rotating Ä | 0 ~ . Hence the scanner defined [ component of the perturbed field
resulting from an applied field

� | �4~ in the [ direction isÅ� | 0 ~q �ÇÆ �M���^È/É ; 0�ÊËÌ � | 0 ~� �7�SXZ�,XZ��$ � | 0 ~� �N�(XC�SX4�i$ � | 0 ~� �N�,XZ�,X��:$� | 0 ~� �7�SXZ�,XZ��$ � | 0 ~� �N�(XC�SX4�i$ � | 0 ~� �N�,XZ�,X��:$��| 0 ~q �7�SXZ�,XZ��$ ��| 0 ~q �N�(XC�SX4�i$ ��| 0 ~q �N�,XZ�,X��:$
ÍÏÎÐ É ÊÌ �� � ÍÐ (27)

where É is a
� � �

matrix that represents the rotation from the scanner to the object coordinate system, that
is P�Ñ:Ò-�JÉ-P�Ó¤Ô , and

��| 0 ~Õ ��Ö× $ is the field calculated in the Ø direction ( W�X7Y or [ ) from an applied field
� | ��~ �ÙÖ×

(being either ÖP�X�ÖÚ or ÖÛ ).
In practice, the matrix of perturb fields, Æ � | 0 ~Õ � Ö× $¤È , acts as a set of 9 basis images, which can be precalculated
and then combined as specified to give the desired field at any orientation. This does not involve further
approximation, it is precisely the same perturbed field that would be calculated for the object in the new
orientation. In addition, although the perturbed field is linear in the basis images, it is not linear in the rotation
angles, since the elements of É are non-linear functions of these angles.
A similar calculation can be done for the gradients of the field,

�«� | 0 ~ .
3 Validation and Results

3.1 Analytical Sphere

The analytical magnetic field (including Lorentz Correction) produced by a spherical object of radius É � and
susceptibility �%Ü inside a medium of susceptibility ��Ý is given by�rq ��Þ � � ! nSß ; nià³ m2nSà ��á o° $ ³ � �*â^ã · H�ä >z�/$ � � å ãSæ T«çèÉ �� � å ãSæ T«éèÉ � (28)

where cylindrical coordinates are used with ä being the angle to the positive [ axis.
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Figure 1: Sphere object model (left), analytical field (middle) and perturbation field calculation (right) for two
sizes of sphere: É����6êp9 (top row) and É����6ë (bottom row).

Figure 1 show the field distribution (less � � ) along the [ axis of a sphere, comparing the analytical solution
given in equation 28 with the solution calculated with the perturbation method. Figure 2 shows plots through
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Figure 2: Plots of the
�­q

distribution along the z axis for spherical objects of radius Ér�#� � XZ9,X4ë(X��:ê(X � � X4êp9voxels. Results are shown for the analytical calculation (theory), the perturbation calculation and the difference
between the two. Note that the values are only calculated at the centres of the voxels — hence the noticeably
non-vertical sides in the É � � � case.
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the centres of these spheres for a range of different radii, É � � � X79DXZë(XC�Cê,X � � XZêS9 mm, where in each case the
voxel size is � � � � � mm. This demonstrates the relationship between spatial extent and size of the error,
where it can be seen that the maximum error is approximately equal to 1 ppm in all cases, with the spatial
extent of significant errors covering 5 voxels or so. These results are very similar to those shown in [4, 1, 2, 5]
despite the range of different object models (e.g. boundary element methods vs voxels) and approximations
used.

3.2 In-vivo Human Head

An experimentally acquired field map of an in-vivo human head was used to validate the method in practice.
The MR field map sequence used a symmetric-asymmetric spin-echo pair [10, 11] (2.5ms asymmetry time;� � ë � � ASê � � � voxels of size �S+BA � �S+ � � ê,+ �Sìxì ). The theoretical field map was calculated using an object
susceptibility map that was created from a �S� � � �CêS9 � �:Apê ( �i+ � � �i+ � � �S+ �pì�ì ), segmented CT image (as it
discriminates between bone and air), which was registered to the MR image corresponding to the acquired
field map.
Figure 3 shows slices from the CT image used to define the object susceptibility map, plus both the experimen-
tally acquired field map and the field map calculated using the voxel-based perturbation method described
above (execution time was 9 minutes on a 1.8GHz Athlon, 2GB memory running Linux). Note that both field
maps have been masked so that only brain tissue is included (although the simulation included all tissues
present, with ��í�5K143 îx�Ç��í/ïZîCðM�ñ�S+ � ) and have had the first and second-order spherical harmonics removed in
order to factor out the effect of the shims on the field maps.
Qualitatively it can be seen that the match is good. Quantitatively the mean absolute difference between
the field maps is 0.05 ppm, while the typical range of the field values (used for the display range in Fig. 3) isò �,+ 9CØSØDì . The calculated error can also be compared with the neglected second order terms in the perturbation
expansion. These second order terms have an approximate magnitude of . H �ó�C�(; 0 � �ô�(+ �S�i�(�7ØiØ,ì , which is
two orders of magnitude less than the observed errors. However, there is also another error contribution, from
the the inaccuracies in modelling the object as a set of rectangular voxels, which is dominant in this case.

Figure 3: Corresponding slices from images of an in-vivo human head, showing the CT image used to derive
the susceptibility map (left), the experimentally acquired field map (middle) and the field map from the voxel-
based perturbation calculation (right). The displayed scale of the field maps is

ò �,+ 9 ppm.

4 Discussion

In this paper we present a perturbation method for calculating the � � field for an object with varying spatial
susceptibility. A fast, first-order calculation is presented for voxel-based objects, using the analytical voxel
solution. The accuracy of this method is tested using the analytical solution for a sphere as well as phantom
and human in-vivo data. These results indicate that highly localised errors of less than 1 ppm are achieved
generally, which is very similar to other calculation methods, and sufficient for most MR imaging purposes.
There are several main contributions from this work. The first is the use of a principled, perturbation method
for arriving at the field approximation. This is useful in that it allows the magnitude of the error terms (second-
order and higher) to be estimated which then permits the relevant applicability of the method to be assessed.
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For instance, the method cannot be used for metallic objects where the susceptibility difference, . , is large,
but can be used for some slightly higher susceptibility substances like graphite [11]. Without knowledge
of how these errors scale it is not possible to know when to have confidence in applying an approximation
without substantial experimental testing and validation. It is also possible, although potentially analytically
intractable, to extend the approximation to higher orders to increase the accuracy. In addition, the formulation
of the perturbation equations is separate from the object model specification and could be used with other
object models, such as boundary element methods.
The other significant contribution of this work is the ability to calculate more than just the [ component of the
field. In particular, the W and Y components can be calculated just as easily (although separately) as well as
the gradients of the fields (evaluated at the voxel centres), and formulations are provided for all these cases.
More interestingly, it is possible to calculate the field at different object orientations by linearly combining
‘basis’ images. This allows the field to be determined, without further approximation, at any orientation in
a very efficient manner, if the basis images have been precalculated and stored. Such calculations will allow
the interaction between susceptibility fields and motion artefacts to be explored more easily, a current research
interest of the authors.
In the field calculations used here there are two main sources of approximation: (1) neglecting all terms beyond
the first-order term and (2) representing the object by a voxel-based model. The first approximation limits the
range of objects for which this method could be applied. For instance, it is not useful for metallic objects which
have very large . and potentially non-zero currents, but is applicable for the typical range of biological tissues
encountered.
The second approximation is potentially more limiting, as the use of a voxel-based model for the object will
cause errors that are not as easily estimated as the perturbation approximation errors. In particular, voxel-
based models are likely to cause greater errors in the calculation for large voxel sizes, especially at the bound-
aries, as indicated in the sphere results (see Figure 2). By reducing the size of the voxels the spatial extent of
this error can be reduced. Alternative models such as boundary element methods [4, 1, 3, 2] are likely to be
physically accurate in capturing the object shape, but have two main disadvantages. One is that boundary
meshes are more difficult to instantiate from images and the second is that they require more computation for
the field calculation as each element (triangle of the mesh) is potentially unique and requires separate calcula-
tions. In contrast, voxel-based models [12, 5] are easy to instantiate and very efficient to calculate (using Fast
Fourier Transforms). Furthermore, the numerical results on the spherical object indicate that similar errors are
obtained, regardless of the method chosen. Finally, both of these object models have an advantage over finite
Fourier representations [6] since they can ensure that the object has finite spatial extent, which is not possible
with the Fourier method.

Appendices

A Integrals

The following integrals are required for calculating the necessary Green’s functions of a single voxel. They are
contained in [13]. Given T­��_ W H !)Y H !F[ H` �T hiY � ·7¸ ¶(¹ ; 0 u Yõ W H !#[ H w (29)`G` �T ³ hiWthiY � �[�´pµ4´p¶ � W,Y[iT � (30)`�` �T hiWthiY � Y ·Z¸ ¶,¹ ; 0 º W_ Y H !F[ H » !#W ·Z¸ ¶,¹ ; 0 u Yõ W H !z[ H w >c[ ´pµ4´S¶ � WDY[iT � (31)

B Applied Gradient Field Solutions

For gradient fields it is necessary to account for the Maxwell terms. That is, fields that exist in addition to the
desired gradient of

��| �4~q
due to the fact that

� H & � �v� . Once
& � is found, then

� | ��~ is proportional to
�'& � .

For example, if an x-gradient in the z field is desired,
� | �4~q �ôW , then s & � � s [b�ôW (up to a constant). Conse-

quently,
& �¬�ÇWD[ , which already satisfies

� H & �ª�ö� . However, for
� | ��~q �Ç[ , then

& �ª�Ç[ H � � cannot be used as
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� H & � �U� . Consequently,
& � �Á[ H � � >©W H � � (or some other equivalent using W and Y in the second term) must

be used instead.

Case 1:
� | �4~ �NPQ$*��� >jWQX4�(X4[�$

Now there are two terms to be calculated. Firstly,¥ 0 �NP d ¦ PQ$²� `*`�` �7>jW'!)W d $ s H Os W d s [ d hiW d hiY d hi[ d� > ` W O hSY8d�! `�` WDd^s O
s W d hiWDd:hiY�d� >Ã`÷W O hSY d !z`÷W d O hiY d >#`�` O hiW d hSY d� W}>-W d9iR ·Z¸ ¶,¹ ; 0 º Y d_ W d H !F[ d H »! �9SR º Y8d ·Z¸ ¶(¹ ; 0ªº W d_ Y d H !#[ d H » !)W�d ·Z¸ ¶(¹ ; 0ªº Y d_ W d H !#[ d H,» >c[�d ´Iµ�´p¶ u W d Y d[ d T d w »� W9iR ·7¸ ¶(¹ ; 0 º Y d_ W d H !#[ d H » ! Y d9iR ·7¸ ¶(¹ ; 0 º W d_ Y d H !F[ d H » > [ d9SR ´Iµ�´p¶ u W d Y d[ d T d w (32)

and secondly¥ H �NP d ¦ PQ$²� `*`�` ��[M>c[ d $ s H Os [ d H hiW d hSY d h�[ d� [
`G`�` s H Os [ d H hiW d hSY d hi[ d >#`G`�`÷[ d7s H Os [ d H hiW d hSY d hi[ d� `*`�[ s O
s [ d hiW d hSY d >#`G`�[ dZs O

s [ d hiW d hSY d !è`G`�` s O
s [ d hiW d hSY d h�[ d� [9iR ´Iµ�´p¶ u W d Y d[ d T d w >)`�` [ d H9SR�T d ³ hSW d hiY d !è`�` O hSW d hiY d� [9iR@´Iµ�´p¶ u W d Y d[ d T d w > [ d9iR	´pµ4´S¶ u W d Y d[ d T d w> �9SR º Y d ·Z¸ ¶(¹ ; 0 º W d_ Y d H !#[ d H » !)W d ·Z¸ ¶(¹ ; 0 º Y d_ W d H !#[ d H » >c[ d ´Iµ�´p¶ u W d Y d[ d T d w »� [9iR@´Iµ�´p¶ u W d Y d[ d T d w > Y d9iR ·Z¸ ¶,¹ ; 0 º W d_ Y d H !#[ d H » > W d9iR ·Z¸ ¶(¹ ; 0 º Y d_ W d H !#[ d H,» (33)

Due to the linearity of equations 14 and 21 these two terms can be combined at this stage to give¥��NP d ¦ PQ$²� ¥�0S�KP d ¦ PQ$Q!F¥ H �NP d ¦ PQ$� W}>-W d9iR ·Z¸ ¶,¹ ; 0¬º Y d_ W d H !F[ d H » ! [M>©[ d9SR ´Iµ�´p¶ u W d Y d[ d T d w (34)

which can be substituted directly to give
��| 0 ~q

.
Note that for ¥�0 and ¥ H here both primed and unprimed coordinates appear, whereas for the constant fields the
unprimed coordinates did not appear in the expressions for ¥ .

Case 2:
� | �4~ �NPQ$*���N[DXZ�(XZW�$
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Two terms need to be calculated. Firstly,¥ 0 �KP d ¦ PQ$²� `�`�` �N[¬>c[ d $ s H Os W d s [ d hiW d hSY d hi[ d� ` [ O hiY�d(> `�` [idZs O
s [ d hiY8d�h�[id� `÷[ O hiY d >#`÷[ d O hSY d !è`�` O hiY d h�[ d� [ d >©[9SR ·Z¸ ¶(¹ ; 0 º Y d_ W d H !F[ d H » > �9SR `G` �T d hSY d h�[ d� [ d >©[9SR ·Z¸ ¶(¹ ; 0¬º Y d_ W d H !F[ d H,»> �9SR º Y8d ·Z¸ ¶,¹ ; 0 º [ d_ Y d H !)W d H » !#[�d ·Z¸ ¶,¹ ; 0 º Y d_ W d H !F[ d H » >cWDd ´Iµ�´p¶ u [ d Y dW d T d w »� W d9iR ´pµ4´S¶ u [ d Y dW d T d w > [9SR ·Z¸ ¶(¹ ; 0 º Y d_ W d H !F[ d H(» > Y d9SR ·Z¸ ¶,¹ ; 0 º [ d_ Y d H !)W d H » (35)

and secondly ¥ H �KP d ¦ PQ$²� `G`�`v�KW}>-W d $ s H Os [ d H hiW d hiY d h�[ d� `G`÷W"s O
s [ d hSW�dChiY8d8>#`G`�W�d4s O

s [ d hSW�dChiY8d� W9iR ´Iµ4´S¶ u W d Y d[ d T d w >#`�`�W�d [ d9SR�T d ³ hSW�d�hiY8d� W9iR ´Iµ4´S¶ u W d Y d[ d T d w !è` [ d9iR�T d hiY d� W9iR ´Iµ4´S¶ u W d Y d[ d T d w ! [ d9SR ·Z¸ ¶,¹ ; 0Mº Y d_ W d H !#[ d H » + (36)

Due to the linearity of equations 14 and 21 these two terms can be combined at this stage to give¥��KP d ¦ PQ$L� ¥ 0 �NP d ¦ PQ$Q!F¥ H �KP d ¦ PQ$� W9iR ´Iµ4´S¶ u W d Y d[ d T d w ! W d9SR ´Iµ�´p¶ u [ d Y dW d T d w ! [ d >©[9iR ·Z¸ ¶,¹ ; 0 º Y d_ W d H !F[ d HD» > Y d9SR ·Z¸ ¶(¹ ; 0 º [ d_ Y d H !)W d H »
which can be substituted directly to give

� | 0 ~q
.

Once again, note that for ¥ 0 and ¥ H here both primed and unprimed coordinates appear, whereas for the con-
stant fields the unprimed coordinates did not appear in the expressions for ¥ .

Case 3:
� | �4~ �NPQ$*���N�(X4[,XZY($

This is the same as the previous case except all W ’s and Y ’s are swapped.

C Kernels for Gradient Field Calculations

To calculate the gradient of the perturbed fields at the voxel centres, the same calculation method used for the
main field can be employed, but using the gradient of the kernels,

� ¥ , rather than ¥ . In particular,s ¥��KP d§¦ PQ$s=À � s ¥��KP d�¦ PQ$s P d s P ds=À ! s ¥��NP dN¦ PQ$s P s Ps=À (37)

which reduces to s ¥��KP d�¦ PQ$s=À � s ¥��KP d�¦ PQ$s=À d (38)

when ¥��KP d§¦ PQ$G�v¥��KP d $ and À �6WQXZY or [ .
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Case 1:
� | �4~ �NPQ$*���N�(X4�(XC�:$� ¥��NP d ¦ PQ$²� � �9iR@´Iµ4´S¶ u W d Y d[ d T d w (39)� �9iRôø Y d [ dW d H !#[ d H X W d [ dY d H !F[ d H X >jW d Y d �KT d H !F[ d H $�NW d H !F[ d H $^�KY d H !F[ d H $/ù (40)

Case 2:
� | �4~ �NPQ$*��� �SX4�(X4�i$ � ¥��KP2d ¦ PQ$²� � >M�9SR ·7¸ ¶(¹ ; 0¬º Y d_ W d H !F[ d H(» (41)� �9SRôø W d Y dT d �NW d H !F[ d H $ X >M�T d X Y d [ dT d �KW d H !#[ d H $pù (42)

Similar calculations can be performed when the applied field includes a linear gradient by taking the kernels
calculated in Appendix B.
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