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Abstract

We present a fully Bayesian approach to modelling in FMRI, incorporating spatio-temporal noise modelling and haemodynamic response function (HRF) modelling. A fully Bayesian approach allows for the uncertainties in the noise and signal modelling to be incorporated together to provide full posterior distributions of the HRF parameters. The noise modelling is achieved via a non-separable space-time vector autoregressive process. Previous FMRI noise models have either been purely temporal, separable or modelling deterministic trends. The specific form of the noise process is determined using model selection techniques. Notably, this results in the need for a spatially non-stationary and temporally stationary spatial component. Within the same full model, we also investigate the variation of the HRF in different areas of the activation, and for different experimental stimuli. We propose a novel HRF model made up of half-cosines, which allows distinct combinations of parameters to represent characteristics of interest. In addition, to adaptively avoid over-fitting we propose the use of Automatic Relevance Determination priors to force certain parameters in the model to zero with high precision if there is no evidence to support them in the data. We apply the model to three datasets and observe matter-type dependence of the spatial and temporal noise, and a negative correlation between activation height and HRF time to main peak (although we suggest that this apparent correlation may be due to a number of different effects).

1 Introduction

Functional magnetic resonance imaging (FMRI) uses fast MRI techniques to enable studies of dynamic physiological processes at a time scale of seconds. This can be used for spatially localising dynamic processes in the brain, such as neuronal activity. However, to achieve this we need to be able to infer on models of 4-dimensional data. Predominantly, for statistical and computational simplicity, analysis of FMRI data is performed in two-stages. Firstly, the purely temporal nature of the FMRI data is modelled at each voxel independently, before considering spatial modelling on summary statistics from the purely temporal analysis [18, 14]. Clearly, it would be preferable to incorporate the spatial and temporal modelling into one all encompassing model. This would allow for correct propagation of uncertainty between temporal and spatial model parameters. Previous work [1, 8, 26, 29] has taken such a combined spatio-temporal approach. In this work we look to propose an alternative spatio-temporal approach.

There is a wealth of possibility when considering spatio-temporal models for FMRI. A systematic approach is required to determine the most appropriate model. We break down the work into two main areas in this paper. They are spatio-temporal noise modelling and haemodynamic response (HRF) signal modelling.

Previous FMRI spatio-temporal noise models have either been separable [1] or modelling deterministic trends [26]. As we shall see, the assumptions underlying a separable noise model are not well met by FMRI data. In this work, we focus not on longer-term (spatially and temporally) deterministic trends, but on shorter-term correlated noise
processes. This results in the proposed use of a novel space-time non-separable autoregressive process to FMRI data.

In the signal modelling we focus on HRF modelling. It is now widely accepted that FMRI modelling requires flexible HRF modelling, with the HRF varying spatially and between subjects. Flexibility in linear modelling has been introduced with the use of basis functions [11, 33]. However, basis functions suffer from a number of limitations. They impose a hard constraint on the allowed HRF shape and often the extent of the constraint is difficult to control and/or interpret. To overcome these problems we use a parameterised HRF approach [21, 25]. Unlike previous work [21, 25] we do not limit ourselves to fixed epoch designs and we propose a novel half-cosine parameterisation to separately represent different shape characteristics of the HRF.

Importantly, and for the first time in FMRI, with such highly parameterised models we introduce the use of Automatic Relevance Determination (ARD) priors, to force parameters with insufficient evidence in the data to support them to be zero with high precision. This adaptively avoids over-fitting at the time of inference on the data.

The use of a Bayesian framework provide us with the ability to probabilistically incorporate prior information (for example, about the expected HRF shape). However, this is not the only reason for adapting the Bayesian approach. To correctly infer on parameters of interest, for example, the HRF parameters or activation height, is not an easy task with the complexity of model proposed here. Indeed, there are no solutions available in the frequentist literature, precluding the use of frequentist null hypothesis testing. However, as in previous work [21, 25, 26, 29] we are able to infer on these complex models by using a fully Bayesian framework. Whilst the fully Bayesian framework is not the only method for dealing with such complex models, it does provide us with a systematic framework for doing full inference by incorporating all of the uncertainty in the model parameters via marginalisation. Hence this approach is of great use, even if non-informative priors were to be assumed for all parameters.

2 Modelling Framework

It is assumed that the observed data, \( y_{it} \), is decomposed into the addition of the response to the stimulus, \( r_{it} \), and some noise process, \( e_{it} \):

\[
y_{it} = r_{it} + e_{it}
\]

(1)

where \( i \) indexes the voxel and \( t \) indexes the time (or volume). Generally, \( r_{it} \) would be a function of the stimulus \( s_t \).

Next we need to turn our attention to the modelling of the separate components in equation 1, the response to the stimulus, \( r_{it} \), and the noise process, \( e_{it} \).

3 Spatio-temporal Noise Modelling

There has been extensive work on spatially independent temporal noise modelling. In particular, Friston et al. [12] and Bullmore et al. [3] introduced alternative approaches within a null hypothesis testing general linear model (GLM) framework. This can also be tackled in an empirical Bayesian framework to avoid problems with estimating the temporal autocorrelation from the residuals of the model fit [10, 9]. One of the major limitations of the estimation and inference of these techniques, is that the standard equations from the linear modelling statistics literature (e.g. [40, 4]) assume that the parameters associated with the correlation structure of the noise are known exactly. The uncertainty associated with these parameters is not taken into account, resulting in potentially biased statistics.

One solution to this is to consider a fully Bayesian framework. This was the approach taken by Genovese [21], in which he took a full Bayes approach to the modelling of FMRI time series, and inferred using MCMC. The noise is modelled as deterministic drift in the data using cubic splines. Gössl et al. [24] also look to model larger scale drifts over time using a random walk model.

Spatial correlation could arise from several potential sources. Firstly, there is point spread function due to the fact that we are performing finite sampling in k-space. Hence, data from an individual voxel will contain some signal from the tissue around that voxel, an effect compounded by motion. Secondly, there is smoothness introduced by motion correction techniques, in particular due to interpolation. Thirdly, there may be spatially spread physiological effects, which for our purposes would be considered as noise — although these spatial networks of “activity” in supposed rest/null data could be of real interest.
Gössl et al. [26] consider spatial noise in the context of a deterministic spatio-temporal trend model. However, it is yet to be determined whether it is adequate to merely model deterministic drift terms, and then assume that the remaining noise is white.

In this work we will take into account large scale deterministic temporal fluctuations using temporal high-pass filtering as a preprocessing step, and we will model short scale statistical spatial and temporal noise using autoregressive processes. In future work there is the possibility to incorporate large scale deterministic fluctuation modelling into the same model.

3.1 Scale of Variation

Here we are considering both spatial and temporal scale. That is, consideration is given to the scale at which components of variation, or processes, are occurring. We decompose the noise, $e_u$, into:

$$e_u = l_{uu} + q_u$$

where $l_{uu}$ is the non-stationary deterministic mean structure or large-scale variation (spatially and temporally), and $q_u$ is the stationary short-scale stochastic variation.

3.2 Large Scale Variation

In general, the large-scale variation represents deterministic trends across one or more of the 4 dimensions of the observed data space. Previous work [43, 16] has shown large scale temporal noise processes. We do not incorporate these processes into the model, but instead remove the worst of them by using high-pass filtering as a preprocessing step (i.e. in equation 2 we set $l_{uu} = 0$). In this work the high pass filtering cut-off is chosen as the one which removes as much of the temporal low frequencies as possible without degrading the signal.

There is increasing evidence that there is large scale spatial structure in FMRI data possibly attributable to neuronal networks which are not locked to an imposed task [34]. When looking for task related activation these large scale spatial networks are effectively “noise/confounds”. Ideally, a spatio-temporal model would attempt to model these confounds out. However, in this work we do not attempt to do so. This is an important area for future work.

3.3 Small Scale Variation

The stationary small-scale variation is modelled as a multivariate Normal noise process:

$$q \sim MN(0, \Sigma)$$

The covariance matrix $\Sigma$ will be of size $NT \times NT$. This is a large covariance matrix (e.g. $NT = 10000 \times 100 = 10^6$), and hence modelling it will require some simplification to make it computationally feasible.

3.3.1 Separable Models

One approach to simplifying equation 3 is to consider a stationary separable model [28, 1]. This gives:

$$q \sim MN(0, \Gamma \otimes \Lambda)$$

where $\otimes$ represents the Kronecker product and where $\Gamma$ and $\Lambda$ are the spatial ($N \times N$) and temporal ($T \times T$) covariance matrices respectively. This is where the covariance between two observations is decomposed into the temporal covariance at the lag between the observations multiplied by the spatial covariance at the distance between the observations. Such a decomposition would make computation a lot easier, for example when computing the inverse, which is necessary for all viable inference techniques. The use of equation 4 means that the spatial autocovariance is assumed to be the same at all time points. This seems a reasonable assumption. However, it also requires that the temporal autocovariance is the same at all voxels. Previous studies [43, 13], clearly demonstrated that this was not the case and would be an incorrect assumption to make. Consequently, a separable model is not considered further.
3.3.2 Space-Time Simultaneously specified Auto-Regressive model (STSAR)

The simultaneous auto-regressive approach is analogous to time series auto-regressive modelling [6]:

\[ q_u = \sum_{v=1}^{NT} b_{uv} q_v + \epsilon_u \]  

(5)

where \( u \in \{1 \ldots NT\} \) indexes a particular voxel and time point, and \( \epsilon \sim MVN(0, \Lambda) \), giving:

\[ q \sim MVN(0, (I - B)^{-1} \Lambda (I - B')^{-1}) \]  

(6)

where \( B \) is an \( NT \times NT \) matrix whose \( (u,v) \)th element is \( b_{uv} \) and \( \Lambda \) is a diagonal covariance matrix (in this paper the variances along the diagonal of \( \Lambda \) vary voxelwise but not through time). Note that for a valid covariance matrix \( (I - B) \) must be invertible.

In using equation 5, Wikle et al. [42] lagged the spatial correlations by one time point. Then instead of having to consider the entire joint distribution, we can take advantage of conditional independence and factorise as follows:

\[ p(q|\epsilon) = \prod_{i}^{N} \prod_{t}^{T} p(q_{it}|\{q_{jt}\}, \phi_{i}) \]  

(7)

where \( j \in \{1 \ldots N\} \), \( \tau \in \{1 \ldots t-1\} \). The reason for lagging the spatial correlations by one time point and creating this conditional independence is to introduce directional acyclic dependency between the \( q \) parameters. Avoiding cyclic dependencies will improve the mixing of the MCMC sampling, whilst introducing no loss in the usefulness of the model. This is the approach that we will take in this work.

3.3.3 STSAR model in FMRI

We assume a temporally stationary but spatially non-stationary temporal component. It seems sensible that the spatial noise structure would be the same through time, hence we use a temporally stationary spatial autoregressive model. Also, the spatial autocorrelations are assumed to be anisotropic, that is we assume that the spatial autocorrelation is different in the three different spatial directions.

Therefore, we use an STSAR which combines a temporally fixed spatial AR of order 1 together with a spatially varying general order temporal AR. It is not clear whether the spatial component should be spatially stationary or non-stationary. Hence, we consider both modelling approaches. In either case we have:

\[ q_{it} = \sum_{j \in N_i} \beta_{ij} q_{jt(t-1)} + \sum_{p=1}^{P} \alpha_{pi} q_{i(t-p)} + \epsilon_{it} \]  

(8)

where \( \beta_{ij} \) is the spatial autocorrelation between voxel \( i \) and \( j \) at a time lag of one, \( \alpha_{pi} \) is the temporal autocorrelation between time point \( t \) and \( t - p \) at voxel \( i \), and:

\[ \epsilon_{it} \sim N(0, \phi_{i}^{-1}) \]  

(9)

The spatially stationary spatial model sets \( \beta_{ij} = \beta_d \) where \( d \) is the direction of the link \( i,j \), giving:

\[ q_{it} = \sum_{d=1}^{D} \left( \beta_d \sum_{j \in N_{id}} q_{jt(t-1)} \right) + \sum_{p=1}^{P} \alpha_{pi} q_{i(t-p)} + \epsilon_{it} \]  

(10)

where \( j \in N_{id} \) is the set of neighbouring voxels to voxel \( i \) in the \( d \) direction, there are \( D = 3 \) directions. The spatially non-stationary spatial model is the same as equation 8, but with the condition \( \beta_{ij} = \beta_{ji} \).
3.3.4 Likelihood

Note that from equations 1 and 2 with \( l = 0 \), our data, \( y_u \), is related to our spatio-temporal noise process, \( q_u \), by:

\[
y_u = r_u + q_u
\]

where \( r_u \) is the signal component. This equation, along with equations 7, 8 and 9, describes our likelihood, \( p(y | r, \alpha, \beta, \phi_x) \). We now need to specify the priors on the noise parameters \( \{ \alpha, \beta, \phi_x \} \). For this we assume independence between the priors for these parameters, i.e. \( p(\alpha, \beta, \phi_x) = p(\alpha)p(\beta)p(\phi_x) \). It is worth noting that assuming independence in the prior does not impose independence between the same parameters in the posterior distribution.

3.3.5 Autoregressive Parameter Priors

All of the autoregressive parameter priors we describe here appear to allow the autoregressive parameters to range from \(-\infty \) to \(-\infty \). However, in practice we effectively truncate these priors to only allow values between \(-1 \) to \(1 \) by rejecting proposed values outside this range when we perform the MCMC sampling.

If we are using the spatially stationary spatial AR model (equation 10) then we use a noninformative prior of a disperse Gaussian:

\[
p(\beta_d | \phi_\beta) \sim N(0, 1/\phi_\beta)
\]

with \( \phi_\beta \) set to a small number (0.001).

For both the non-stationary spatial \( (\beta_{ij}) \) and temporal autoregressive parameters \( (\alpha_{pi}) \) we consider three different possible priors. These are now described for \( \alpha_p \); equivalent priors are used for \( \beta_{ij} \).

**Noninformative prior** We use a disperse Gaussian prior:

\[
p(\alpha_{pi} | \phi_\alpha) \sim N(0, 1/\phi_\alpha)
\]

with \( \phi_\alpha \) set to a small number (0.001).

**Markov Random Field (MRF) prior** We would like to consider a model which spatially regularises the AR parameters. To do this we use a Markov Random Field (MRF) pairwise difference Gaussian prior [37] on the field \( \alpha_p :=(\alpha_{pi}) \):

\[
p(\alpha_p | \phi_\alpha) \propto \phi_\alpha^{N/2} \exp \left\{ -\frac{\phi_\alpha}{4} \sum_i \sum_{j \in N_i} (\alpha_{pi} - \alpha_{pj})^2 \right\}
\]

where \( j \in N_i \) is the set of neighbouring voxels to voxel \( i \) (for this we use 26-connectivity in 3D). Note that the parameter controlling the amount of spatial regularisation, \( \phi_\alpha \), is determined adaptively from the data (see section 3.3.6).

**Automatic Relevance Determination (ARD) prior** We are proposing to use a general order temporal AR model. The difficulty with this is that different voxels require different orders of temporal AR. The order varies between \(0\) and \(5\), but with few voxels with order greater than \(2\) [43]. Hence, we need some technique to allow the model to automatically adjust to the required AR order at each voxel.

Models with different order ARs have different number of parameters, which is a well known problem for MCMC techniques. One solution is to use reversible jumps [27] or jump diffusion [39] which allow jumps between models of different numbers of parameters. However, we can avoid this added complexity by employing a technique used in Bayesian modelling known as Automatic Relevance Determination (ARD) [36] from the neural network literature. ARD requires the use of a certain type of prior on a parameter whose relevance needs to be determined. The simplest prior to use for this purpose is a Gaussian with zero mean and precision \( \phi \) which is also to be determined or sampled from. If the parameter in question is not required then the precision \( \phi \) will be large, forcing the parameter
to be close to zero. The benefit of ARD is that any unnecessary parameters are automatically forced to zero. The disadvantage is that it makes it difficult to incorporate other prior information at the same time as implementing ARD, and hence in this work the use of the ARD model excludes the use of the MRF prior of equation 14. Note that we will also use the ARD prior for automatic relevance determination of the HRF initial dip and post-stimulus undershoot.

The prior for the temporal AR parameters is then:

\[ p(\alpha_{pi}|\phi_{\alpha_{pi}}) \sim N(0,1/\phi_{\alpha_{pi}}) \]  \hspace{1cm} (15)

The difference between this prior and the prior in equation 13 is that here the precision, \( \phi_{\alpha_{pi}} \), is an unknown hyperparameter and does itself have a hyperprior on it (see next section), whereas in equation 13 the precision, \( \phi_{\alpha} \), is fixed at a small value. If there is information in the data to support the existence of the parameter \( \alpha_{pi} \), then \( \phi_{\alpha_{pi}} \to 0 \), else \( \phi_{\alpha_{pi}} \to \infty \).

We also use ARD for the spatial AR parameters \( \beta_{ij} \) in the spatially non-stationary model, to exclude spatial dependency between voxels when it is not relevant.

### 3.3.6 Precision Parameter Hyperpriors

As we are employing a fully Bayesian approach we do not assume predetermined or known values for precisions in the model. Thus far in the noise modelling, these include the noise precision \( \phi_{\xi} \), the MRF parameter \( \phi_{\alpha} \), the ARD precisions \( \phi_{\beta_{ij}} \) and \( \phi_{\alpha_{pi}} \). We use a standard conjugate Gamma hyperprior. For the noise precision we have:

\[ \phi_{\xi}|\tilde{a}_{\xi},\tilde{b}_{\xi} \sim Ga(\tilde{a}_{\xi},\tilde{b}_{\xi}) \]  \hspace{1cm} (16)

for the MRF precisions:

\[ \phi_{\beta}|\tilde{a}_{\beta},\tilde{b}_{\beta} \sim Ga(\tilde{a}_{\beta},\tilde{b}_{\beta}) \]
\[ \phi_{\alpha}|\tilde{a}_{\alpha},\tilde{b}_{\alpha} \sim Ga(\tilde{a}_{\alpha},\tilde{b}_{\alpha}) \]  \hspace{1cm} (17)

and for the ARD precisions:

\[ \phi_{\beta_{ij}}|\tilde{a}_{\beta_{ij}},\tilde{b}_{\beta_{ij}} \sim Ga(\tilde{a}_{\beta_{ij}},\tilde{b}_{\beta_{ij}}) \]
\[ \phi_{\alpha_{pi}}|\tilde{a}_{\alpha_{pi}},\tilde{b}_{\alpha_{pi}} \sim Ga(\tilde{a}_{\alpha_{pi}},\tilde{b}_{\alpha_{pi}}) \]  \hspace{1cm} (18)

where \( Ga(a_\phi,b_\phi) \) is the Gamma distribution, and the \( a_\phi \) and \( b_\phi \) are the hyperparameters of the Gamma distribution. Setting \( a_\phi = 0 \) and \( b_\phi = 0 \) would be equivalent to a uniform prior \( \log(\sigma^2 = 1/\phi) \sim U(-\infty,\infty) \), which would be problematic since it would result in an improper posterior with an infinite spike at \( \sigma = 0 \). As long as \( a_\phi \) and \( b_\phi \) are set positive then a proper posterior will result.

With no prior information about the variance, \( a_\phi \) and \( b_\phi \), the approach taken is to choose a very disperse prior, i.e. with mean based on an empirical initial estimate and a very large variance so that the choice of mean hardly affects the posterior distribution.

### 4 Signal Modelling

We now turn our attention to the modelling of \( r_u \) in equation 1. Typically, the experimenter has knowledge of the timing of stimuli during the experiment and it is this, along with a model of the BOLD response, that can be used in a model-based approach. The approach taken in this work is to separate out the height of the response, \( a_i \), by the normalisation of the assumed response \( s_i \otimes h(t;\lambda_i) \). We also use a linear, time-invariant model:

\[ r_u = a_i(s_i \otimes h(t;\lambda_i))/\text{std}(s_i \otimes h(t;\lambda_i)) \]  \hspace{1cm} (19)

where \( \otimes \) represents convolution, \( h(t;\lambda_i) \) is the parameterised impulse response function, or haemodynamic response function (HRF).

The choice of models for the HRF \( h(t;\lambda_i) \) and for the response size \( a_i \) is now addressed.
4.1 HRF modelling

[21] and [25] have previously used a Bayesian framework to model epochs of the haemodynamic response to a sustained period of stimulation. The advantage of a Bayesian approach is most obvious in the use of prior experience to justify the prior distributions used for these haemodynamic response parameters.

To allow modelling of BOLD responses to general stimulation types, [18] introduced the use of convolution models assuming a linear time invariant system. [5], [7], [2] and [30] provide some evidence that the BOLD response possesses linear characteristics with respect to the stimulation. However, non-linearities are predominant when there are short separations (less than approximately 3 seconds) between stimuli [15]. An additional assumption is that the stimulus represents the underlying neural activity. The stimulus (or neural activity) is then convolved with the assumed or modelled HRF to give the assumed BOLD response.

In [11] and [33] HRF models, which are allowed to vary spatially, are considered within the framework of the linear model. Straightforward attempts to allow variation in parameterised forms would be nonlinear, preventing the use of the convenient linear modelling approach. To avoid this problem, variability in the HRF is introduced via basis sets. In [9] an interesting empirical Bayes approach is taken to HRF modelling with basis functions, whereby the HRF (and other parameters) within a dataset are probabilistically constrained by datasets from multiple sessions and multiple subjects, by inferring on a hierarchical model which incorporates all of the datasets. Basis sets specify a subspace in which a particular HRF either lies or does not. This represents a hard constraint and often the extent of the constraint is difficult to control and/or interpret. [25] make the point that in this regard using Bayesian prior information is preferable to a basis set approach. Bayesian modelling offers the possibility of soft constraints.

In addition, unlike basis functions, a nonlinear parameterised HRF approach (that the Bayesian framework makes possible), allows interpretation of the parameters in terms of HRF shape characteristics directly. Furthermore, null hypothesis testing in a frequentist framework with basis functions, requires the overall effect for an underlying stimulus of interest to be tested for using f contrasts. These mean that the directionality of the test is lost - something which is very often of interest in fMRI experiments. For these reasons we present a Bayesian approach to linear HRF modelling for general stimuli using a novel parameterisation of the HRF with interpretable parameters.

Our proposed form for the HRF is based on observed BOLD responses [23]. This consists of a main response corresponding to an increase in the signal, and a dip in signal before and after the larger increase in signal, possibly reflecting a temporary imbalance between the metabolic activity and blood flow. The dip after the main response is now widely supported, whereas the existence of the early dip as a general phenomenon is still debated.

One possibility would be to use an addition of Gaussians [35]. However, there are a couple of problems evident with a Gaussian HRF model. Firstly, the HRF is not forced to be zero at time $t = 0$. Clearly, this does not reflect what we know physically. This is usually overcome using Gamma functions instead of Gaussians.

The second problem is illustrated by Figure 1(a). This shows an evenly spread 11 samples of the HRF, taken from a sensible 5-dimensional prior probability space. The problem is that there is dependence between some of the HRF characteristics. It is difficult to interpret characteristics when more than one distinct combinations of parameters can affect them. This would also be a problem with the two-parameter Gamma HRF. The clearest example of this problem is the size of the post-stimulus undershoot. It is clear that the post stimulus undershoot size could be affected by a number of different combinations of parameters. Hence, this makes any attempts to investigate undershoot difficult to perform.
A solution to both of these problems is to use an alternative parameterisation of the HRF. The one we present here is simply the addition of four half-period cosines. There are six parameters; four are the periods of the four cosines, and the other two are the ratio of the height of the post-stimulus undershoot to the height of the main peak and the ratio of the height of the initial dip to the height of the main peak. Figure 2 shows a schematic of how the HRF is parameterised.

Figure 1(b) shows an evenly spread 11 samples of the HRF without an initial dip ($c_1 = 0$ and $m_4 = 0$), taken from the resulting 4 dimensional prior probability space using the half-cosine HRF model. A disadvantage with this parameterisation is that its second derivative is discontinuous. However, the range of the HRF parameters are such that sharp transitions in the second derivative are avoided. Hence, sensible looking HRF shapes predominate, as illustrated by figure 1(b).

This parameterisation does clearly impose the constraint that the HRF is zero at $t = 0$. Furthermore, parameters relating to HRF characteristics are independent. As with the Gaussian HRF, another big advantage of the half-cosine HRF model is that it could be parameterised in the frequency domain, hence speeding up the convolution.

When figure 1(b) is compared with figure 1(a), it can be seen how a characteristic of the HRF shape, such as the size of the undershoot, is now controlled by a single parameter.

**HRF priors** The question remains as to what priors to use on the HRF parameters. There are a number of possibilities. We could use Gaussian priors which probabilistically encode our prior belief about the expected range of shapes of the HRF. We can make the priors as tight or relaxed as we believe. In this work we choose to specify a relaxed range of shapes, using Uniform distributions over a sensible, but otherwise quite wide, range. This restricts us to sensible HRF shapes whilst giving the model full freedom to fit the HRF. This is desirable in our case as we are interested in investigating the HRF characteristics without biasing it with strong priors. The ranges used for the half cosine period parameters are:

\[
\begin{align*}
    m_1 & \sim U(0, 6s) \\
    m_2 & \sim U(2s, 14s) \\
    m_3 & \sim U(2s, 14s) \\
    m_4 & \sim U(2s, 14s)
\end{align*}
\]  

(20)

It is not clear as to whether the data supports the existence of an initial dip or post stimulus undershoot. Hence, we would like to provide a mechanism for allowing the existence of these features to be determined automatically as part of inferring on the model. An approach to this has already been discussed in the context of autoregressive parameters in the noise model. There we use ARD priors, which can adaptively force a parameter to zero if there
is no evidence to support it in the data. This is the approach we also take here for the parameters \( c_1 \) and \( c_2 \):

\[
\sqrt{c_1} \sim N(0, 1/\phi_{c_1}) \\
\sqrt{c_2} \sim N(0, 1/\phi_{c_2})
\]  

(21)

### 4.2 Activation Height Modelling

Clearly, a good deal of consideration could be given to activation height modelling. Typically, within the Bayesian framework people have looked to include spatial models that incorporate the idea of finding activation (or indeed non-activation) in clusters [8, 26], and/or to model the classification of voxels or spatial areas into activation or non-activation [29]. Indeed there are no difficulties in implementing a continuous MRF on the activation height, for example. However, in this work for the purpose of signal modelling we choose to treat each of the voxels as independent. This is so that we can assess the information that we can extract, voxel-wise, about the shape of the HRF. We want to be able to assess how much the HRF varies between voxels in the absence of spatial regularisation of the signal.

### 5 Inference

The overall objective is to obtain the joint posterior distribution of all unobserved parameters in the model, given the observed data. Analytical approaches are not possible with complicated models such as those being considered in this work. Whilst it is possible to perform approximations to the distribution, it is difficult to assess the effect of these approximations on the inference performed. Therefore, the approach taken instead is to use Markov Chain Monte Carlo (MCMC) sampling from the full joint posterior distribution (see [22] and [20] for texts on MCMC).

We are able to use Gibbs sampling for all noise parameters. For the signal parameters (the activation height and HRF parameters) we use single-component Metropolis-Hastings jumps (i.e. we propose separate jumps for each of the parameters in turn). We use Normal proposal distributions with the mean fixed on the current value, and with a scale parameter \( \sigma_k \) for each parameter that is updated every 30 jumps. At the \( j \)th update \( \sigma_k \) is updated using:

\[
\sigma_k^{j+1} = \sigma_k^j S \frac{(1 + A + R)}{(1 + R)}
\]  

(22)

where \( A \) and \( R \) are the number of accepted and rejected jumps since the last \( \sigma_k \) update respectively, \( S \) is the desired rejection rate, which we fix at 0.5 [22].

When appropriate, parameters are initialised using ordinary least squares. We use a burn-in of 2000 jumps, followed by 2000 further jumps of which every 4th is sampled. Observation of the chains with different (but still sensible) initial conditions confirmed that a burn-in of 2000 samples was sufficient. The HRF parameters are initialised to the middle of their ranges. Details of the sampling used for each of the different parameters are described in the appendix.

### 6 Noise Model Comparison

Here we are dealing with the adequacy of the noise model in the light of observed data. Determining model adequacy requires assessment of two things: goodness of fit with the data, and penalisation of model complexity.

#### 6.1 Deviance Information Criterion (DIC)

##### 6.1.1 Methods

Ideally, we would use the evidence as a model adequacy measure. The evidence is the probability of getting the data given the model. However, obtaining the evidence is not analytic, and it is not easy to get an accurate estimation of the evidence using MCMC sampling. Instead of using evidence we use the Deviance Information Criterion (DIC), which tackles the issues of goodness of fit and model complexity using an approximate decision-theoretic justification.
(see [41]). Indeed, the DIC can be shown to be equivalent to the evidence when the deviance is Gaussian. The deviance is defined as the posterior distribution of the log likelihood:

\[
D(\theta) = -2 \log P(y|\theta) + 2 \log f(y)
\]

where \(f(y)\) is a standardising term that does not affect model comparison — hence we shall deal with the first term only. The goodness of fit of the model is then summarised by the posterior expectation of the deviance:

\[
\hat{D} = E_{\theta|y}[D]
\]

and the complexity is given by the expected deviance minus the deviance evaluated at the posterior expectation:

\[
p_D = E_{\theta|y}[D] - D(E_{\theta|y}[\theta]) = \hat{D} - D(\bar{\theta})
\]

where \(p_D\) can be interpreted as the effective number of parameters in the model. These are combined to give the overall DIC:

\[
DIC = p_D + D
\]

where the first term represents the model complexity (the effective number of parameters) and the second term represents the goodness of fit. The attraction of using this measure is that it is trivial to compute when performing MCMC on the model. All that needs to be done is to take samples of the deviance \(D(\theta)\) along with samples of \(\theta\) (which will be done usually anyway) and the terms in equation 26 can be calculated to give the DIC. Note that a good model corresponds to a low DIC. The variations in the models we consider are:

**Temporal**

- Different temporal AR orders \(P = 0, 1, 2, 3\)
- Different AR priors:
  - Noninformative (NI)
  - Automatic relevance determination (ARD)
  - Spatial MRF with adaptive smoothness

**Spatial**

- Spatially stationary (SS) anisotropic spatial AR(1) (i.e. \(\beta_{ij} = \beta_{jd}\)), compared with a spatial non-stationary (SN) anisotropic spatial AR
- Different spatial AR priors:
  - Noninformative (NI)
  - Automatic relevance determination (ARD)
  - Spatial MRF with adaptive smoothness

The data used is an audio-visual dataset using echo planar images (EPI) acquired using a 3 Tesla system with TR=3 seconds, time to echo (TE) = 30ms, in-plane resolution 4mm and slice thickness 7mm. The first 4 scans were discarded to leave \(N = 176\) scans and the data was motion corrected using MCFLIRT [31] and high-pass filtered as described in [43]. The stimuli were a reversing checkerboard boxcar stimulus (30 seconds on, 30 seconds off), and an auditory boxcar stimulus (45 seconds on, 45 seconds off). The full signal (HRF) model is used in combination with each of the noise models just described. The different models were fitted to one slice of the data (slice 8 of 20).

### 6.1.2 Results

The DIC obtained for the different models are shown in table 1.
Table 1: Table showing the different models considered for model comparison. The columns are: \( P \) is the temporal AR order, \( p(\alpha_{pi}) \) indicates the prior on \( \alpha_{pi} \), \( \beta_{ij} \) indicates the choice of modelling for \( \beta_{ij} \), \( p(\beta_{ij}) \) indicates the prior on \( \beta_{ij} \), DIC is the Deviance Information Criterion (a small value indicates a better model). ARD (automatic relevance determination) or MRF (Markov Random Field) or NI (non-informative) indicates the type of prior used when a relevant parameter is being sampled from. No spatial noise modelling (NS) Spatially stationary (SS) or spatially non-stationary (SN) indicates the choice of modelling for the parameter \( \beta_{ij} \).

<table>
<thead>
<tr>
<th>Model</th>
<th>( P )</th>
<th>( p(\alpha_{pi}) )</th>
<th>( \beta_{ij} )</th>
<th>( p(\beta_{ij}) )</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>NI</td>
<td>NS</td>
<td>NI</td>
<td>9639</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>NI</td>
<td>NS</td>
<td>NI</td>
<td>3879</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>NI</td>
<td>NS</td>
<td>NI</td>
<td>3975</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>ARD</td>
<td>NS</td>
<td>NI</td>
<td>3312</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>MRF</td>
<td>NS</td>
<td>NI</td>
<td>2608</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>NI</td>
<td>SS</td>
<td>NI</td>
<td>3825</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>NI</td>
<td>SN</td>
<td>NI</td>
<td>2452</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>NI</td>
<td>ARD</td>
<td>2108</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>MRF</td>
<td>SN</td>
<td>ARD</td>
<td>1665</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>MRF</td>
<td>SN</td>
<td>MRF</td>
<td>1661</td>
</tr>
</tbody>
</table>

**Temporal** It can be seen that blindly using a temporal AR(3) is worse than an AR(1) unless an ARD or MRF prior is used. There are clearly benefits in allowing the order to vary and in spatially regularising the temporal AR estimates, although, performing these two things in the same model is not straightforward.

**Spatial** The non-stationary spatial AR model is clearly superior to the stationary AR model. As with the temporal AR model the non-stationary spatial AR model is improved by using an ARD prior, or an MRF prior.

The best spatio-temporal noise model we consider is model 10. This is a temporal AR(3) with MRF prior, and an anisotropic spatially non-stationary spatial AR(1) with MRF prior. This is the noise model we use henceforth in this paper.

7 HRF Inference Evaluation

We use an artificial dataset generated from our signal model to assess the HRF fitting, and in particular to see if the ARD on the ratio parameters (e.g. post-stimulus undershoot size) works as expected.

7.1 Methods

We start by generating an artificial stimulus. Inter-stimulus intervals (ISI) between single-events were drawn at random from a Poisson distribution with mean 8 seconds. ISIs were discarded if less than 4 seconds or greater than 16 seconds. Events were then randomly assigned as being stimulus or rest with equal probability.

We then generated two artificial datasets, using two different HRFs. The first HRF is shown in figure 4(a) and has a post stimulus undershoot. The second HRF, shown in figure 3(a), is the same except it has no post stimulus undershoot.

The artificial stimulus was then convolved (at 0.5 second resolution) with the two different HRFs to give the two different artificial signals shown in figures 4(b) and 3(b). The signals were then added to 100 voxels in a 10 × 10 square section of a slice of a null/rest dataset, to generate two artificial datasets. The null/rest dataset data was obtained with the subject performing no specific task using echo planar images (EPI) acquired using a 3 Tesla system with TR=3 seconds, time to echo (TE) = 30ms, in-plane resolution 4mm and slice thickness 7mm. The first 4 scans were discarded to leave \( N = 196 \) scans and the data was motion corrected using MCFLIRT [31] and high-pass filtered as described in [43].

We can then use the full model (including the best noise model) in two forms on the two datasets. One with the ARD prior on the undershoot size parameter, \( \epsilon_2 \), and one with a non-informative prior.
Figure 3: (a) the HRF used to generate the artificial signal without undershoot \((m_1 = 0, m_2 = 8, m_3 = 8, m_4 = 0, c_1 = 0, c_2 = 0)\) (b) artificial signal used in the artificial data generated from convolving the stimulus with the HRF in (a).

Figure 4: (a) the HRF used to generate the artificial signal with undershoot \((m_1 = 0, m_2 = 8, m_3 = 8, m_4 = 12, c_1 = 0, c_2 = 0.3\)), (b) artificial signal used in the artificial data generated from convolving the stimulus with the HRF in (a).

7.2 Results

Figures 5(a) and 6(a) show the fit at a typical voxel in the dataset generated with and without undershoot respectively. Figures 5(b) and 6(b) show 11 evenly spread samples from the posterior of the HRF for the same voxel.

For the four combinations of two datasets (generated with and without undershoot) and different models (with and without ARD prior on the undershoot) we computed the histograms of the mean of the marginal posterior for undershoot size, \(c_2\). We would expect the model fitted without the ARD prior to always fit a post-stimulus undershoot even for the dataset generated without the post-stimulus undershoot. However, the model with the ARD prior should force the undershoot size parameter to close to zero when using the dataset generated without the undershoot, but does fit an undershoot when using the dataset generated with an undershoot. This is exactly what can be seen in figure 7.

8 FMRI data

In this section we use the full spatio-temporal model on three different datasets with distinct stimuli.

8.1 Methods

We consider three different datasets, all taken using echo planar images (EPI) acquired using a 3 Tesla system with TR=3 seconds, time to echo (TE) = 30ms, in-plane resolution 4mm and slice thickness 7mm. The datasets represent three different types of experimental design: a boxcar design, a well-spaced jittered single-events design, and a randomised single-events design. In all cases, the first 4 scans were removed and the data was motion corrected using MCFLIRT [31] and high-pass filtered as described in [43]. The data is not spatially smoothed. The three different datasets are as follows.
Figure 5: Posterior HRF for artificial activation with undershoot. (a) Mean posterior fit (high-pass filtered data as a broken line, response fit as a solid line). (b) 11 evenly spread samples from the posterior of the HRF. The posterior mean HRF is plotted along with different HRFs each of which have one parameter varying at the $\pm 85^{th}$ percentile of the posterior, with the other parameters held at the mean posterior values.

Figure 6: Posterior HRF for artificial activation without undershoot. (a) Mean posterior fit (high-pass filtered data as a broken line, response fit as a solid line). (b) 11 evenly spread samples from the posterior of the HRF. The posterior mean HRF is plotted along with different HRFs each of which have one parameter varying at the $\pm 85^{th}$ percentile of the posterior, with the other parameters held at the mean posterior values.

Figure 7: Histograms of the posterior mean of the HRF characteristic, $c_2$, corresponding to the relative size of the post-stimulus undershoot. [top] Artificial dataset generated with undershoot ($c_2 = 0.3$). [bottom] Artificial dataset generated without undershoot. [left] ARD prior. [right] no ARD prior. This illustrates how the ARD prior forces the undershoot to be zero when there is insufficient evidence to support it in the data. Without the ARD prior a non-zero undershoot is inferred when no undershoot actually exists. The ARD prior protects against overfitting.
**Boxcar audio-visual experiment** The visual stimulus was a reversing checkerboard boxcar stimulus (30 seconds on, 30 seconds off). The auditory stimulus was also a boxcar stimulus (45 seconds on, 45 seconds off).

**Jittered single-event pain-audio experiment** The pain stimulus was a thermal noxious stimuli of 3 seconds duration, and was administered to the dorsum of the volunteer’s left hand using an electrical resistor to generate heat. This device consists of a 1.5 by 2 cm copper sheet, which delivered a very fast ramping heat stimulus (30-60 °C in 0.8 seconds) and simultaneously measured the skin temperature under the device. The auditory stimuli lasted for 3 seconds each. Both stimuli had varying ISI (between 30 seconds and 50 seconds).

**Randomised single-event visual-visual experiment** A flashing checkerboard was presented for 1.25 seconds with ISIs between single-events drawn at random from a Poisson distribution with mean 8 seconds. ISIs were discarded if less than 4 seconds or greater than 16 seconds. Half of the trials were randomly assigned to a black and white checkerboard condition and the others to a blue and yellow checkerboard condition. The black and white checkerboard response was modelled as one regressor and the colour checkerboard response was modelled as another.

### 8.2 Results - noise

In this section, we examine the characteristics of some of the noise parameters in the model.

The middle (top to bottom) plots in figure 8 show the first order temporal autoregressive coefficient $\bar{a}_{ii}$ obtained, where $\bar{a}_{ii}$ is the mean of the marginal posterior of $a_i (p = 1)$. The temporal autocorrelation can be seen to be spatially non-stationary. EPI slices are shown for comparison and it can be seen that there is increased temporal correlation in grey matter compared with white matter.

The bottom plots in figure 8 show the average spatial autoregressive coefficient $\sum_{j \in N_i} \bar{\beta}_{ij} / \sum_{j \in N_i} 1$ obtained, where $\bar{\beta}_{ij}$ is the mean of the marginal posterior of $\beta_{ij}$. The spatial correlation can also be seen to be spatially non-stationary, reconfirming the finding of the DIC that a non-stationary spatial noise model is required. It also indicates that, like the temporal autocorrelation, the spatial autocorrelation is spatially correlated with tissue type. There is also clearly increased spatial correlation in grey matter compared with white matter.

### 8.3 Results - signal

Figure 9 shows the activation maps for the different stimuli from the different datasets. The maps are actually the mean of the marginal posterior distribution of $a_i$, thresholded to only show those voxels with probability $> 99.9\%$ that $a_i > 0$.

Unsurprisingly, the most efficient stimulus type, the boxcar, produces the strongest activation, and the least efficient stimulus type, the jittered single-event, the weakest activation. Indeed, the audio stimulus of the jittered single-event dataset produces no voxels which pass the threshold used. However, due to the strength of the pain stimulation, there is a good response for that stimulus.

For the boxcar audio-visual stimulus we also performed a standard generalised least squares (GLS) analysis for comparison. The GLS analysis was performed using FSL [19]. The preprocessing was the same as for the Bayesian analysis. FSL [19] performs voxel-wise time-series statistical analysis using local autocorrelation estimation used to prewhiten the data [43]. For each of the stimuli the assumed response was modelled as a fixed Gamma HRF (with mean 6 seconds and standard deviation 3 secs) convolved with the stimulus. A temporal derivative of the assumed response was also included. The resulting z-statistic parametric maps were then thresholded at $p = 0.01$ to compare with the threshold of $p > 0.99$ for the Bayesian analysis.
Figure 8: Autoregressive parameters from the [left] boxcar audio-visual dataset. [middle] jittered single-event pain-audio dataset. [right] randomised single-event visual-visual dataset. [top] Four EPI slices. [middle] The first order temporal autoregressive coefficient $\tilde{\alpha}_i$ obtained, where $\tilde{\alpha}_i$ is the mean of the marginal posterior of $\alpha_i$. [bottom] The average spatial autoregressive coefficient $\sum_{j \in N_i} \tilde{\beta}_{ij} / \sum_{j \in N_i} 1$, where $\tilde{\beta}_{ij}$ is the mean of the marginal posterior of $\beta_{ij}$. 
Figure 9: Maps of $\bar{a}_i$ (the mean of the posterior of $a_i$) for voxels with probability $> 99.9\%$ that $a_i > 0$. The $z$-statistics resulting from a generalised least squares analysis (thresholded at $p = 0.01$) is shown for comparison for the boxcar dataset.
As with the Bayesian analysis no multiple correction is carried out, although it is worth noting that with the Bayesian approach we do have the joint multivariate marginal posterior distribution for the spatial map of \( \alpha \) to perform inference over, thereby avoiding multiple comparison issues. However, full inference of activation incorporating these issues, alongside spatial modelling of the activation height, is beyond the scope of this paper and will be addressed in future work.

Figure 10 shows the response fits at strongly activating voxels. The fit corresponds to the marginal posterior mean of activation height and HRF parameters. Figure 10 also shows evenly spread samples from the marginal posterior distribution of the HRF at the same strongly activating voxels. The shapes of the HRFs are similar between conditions of the same design type (e.g., between the visual and audio boxcar), but quite different between the design types (e.g., between boxcar and single-event). The boxcar designs have much quicker and more peaked responses. This is confirmed for all voxels passing the threshold in the histogram of mean posterior time to peak \((m_1 + m_2)\) shown in figure 11.

It is important to appreciate that in the case of the boxcar, the linearity assumption (of convolving the HRF with the stimulus to give the response) is incorrect, there will be nonlinearities present between the underlying neural activity/stimulation and the BOLD response [17]. However, for modelling simplicity it is usual to proceed with that assumption, but it should then be not surprising that the HRF looks considerably different to the single-event HRFS. Furthermore, the boxcar design has far fewer transitions than the single-event designs and hence less chances to estimate rise and fall characteristics of the HRF.

Figure 11 shows histograms of mean posterior time to peak \((m_1 + m_2)\) for all voxels passing the threshold for the different datasets. The mode of the mean posterior time \((m_1 + m_2)\) to peak is about 5 seconds for the boxcar and randomised single-event designs, and about 8 seconds for the jitted single-event design.

Figure 12 shows the scatter plots of the mean of the posterior time to peak \((m_1 + m_2)\) versus the activation height, \(a_i\), for the voxels which are considered as activating. For the boxcar visual or boxcar auditory stimuli, there is an apparent negative correlation between these two parameters, with large activation corresponding to short delays and vice versa. For the voxels which are considered as activating under the single-event stimuli this negative correlation between these two parameters is less clear, although there is still a suggestion of some negative correlation between them particularly for the randomised single-event stimuli. We will discuss this later in the paper.

There is little evidence of a post-undershoot in figure 10, except perhaps for the randomised ISI stimuli, and there is absolutely no evidence of an initial dip for any of the stimuli. This is confirmed for all voxels passing the threshold in the histograms of the initial dip, \(a_1\), and the post-undershoot, \(c_2\), for all datasets shown in figure 13. The ARD prior on the initial dip, and post-stimulus undershoot will force them to zero if there is insufficient evidence for them in the data. It is important to appreciate that this does not necessarily mean that they are not actually present, just that there is insufficient evidence for them in the data when using a voxel-wise signal model. Of the three stimulation types, the randomised ISI design gives us the most information to estimate the HRF shape. This is because it provides us with the most transitions between rest and stimulation. Hence, it is perhaps not surprising that there is only evidence for the undershoot in this case. The ability of the randomised ISI to give us better HRF estimation is also illustrated by the tightness of the samples from the posterior HRF.

Any of the samples of the HRF posterior in figure 10 can be compared with the samples from the prior HRF in figure 1(b), to show that the introduction of the data decreases the uncertainty in the HRF parameters between the prior and the posterior. This is Bayesian learning.

9 Null Data - Pseudo False Positive Rates

In this section we analyse some null/rest data using the full spatio-temporal model. The intention is to do a test that is similar to the investigation of false positive rates (FPR) in frequentist statistics.

To investigate FPRs in a frequentist framework, a statistic is calculated a number of times from data conforming to the null hypothesis, to build up an experimentally obtained null distribution. The resulting null distribution should correspond to the known theoretical distribution under the null hypothesis. In Bayesian statistics we do not work with theoretical null hypothesis distributions for the statistic of a parameter, but instead we have a probability distribution over a parameter of interest. Nevertheless, we can still use artificial null data to ask: ‘If we threshold to assign voxels as “positive” when \( p(a_i > 0|y) > 1 - H \), then at what rate do we produce “positives” when we know \( a_i = 0 \)?’ Unlike frequentist statistics we do not require this rate of “false positives” to approximate \( H \), however, it
Figure 10: Posterior HRF for a strongly activating voxel in each of the datasets. [left] Mean posterior fit (high-pass filtered data as a broken line, response fit as a solid line). [right] 11 evenly spread samples from the posterior of the HRF. The posterior mean HRF is plotted along with different HRFs each of which have one parameter varying at the ±85th percentile of the posterior, with the other parameters held at the mean posterior values.
Figure 11: For the voxels which are considered as activating for each of the datasets: [left] Histogram of the posterior mean of the time to peak, $m_1 + m_2$. [right] Histogram of the posterior standard deviation of the time to peak, $m_1 + m_2$. 
Figure 12: For the voxels which are considered as activating for each of the datasets: [left] Scatter plot of the posterior mean of the time to peak, $m_1 + m_2$, versus the posterior mean activation height, $a_i$ [right] Spatial map of the time to peak, $m_1 + m_2$. 
Figure 13: (a) Histogram of the posterior mean of the HRF characteristic (a) \( c_1 \) (initial dip), and (b) \( c_2 \) (post-stimulus undershoot) for the voxels which are considered as activating from all datasets.

Figure 14: (a) Probability-probability (p-p) plot and (b) Log probability-log probability plot, comparing nominal frequentist “pseudo-FPR”, \( H \), against the experimentally obtained proportion of voxels with \( p(a_i > 0|y) > 1 - H \), obtained from a null/rest dataset for the random ISI single-event design using the full model.

is still interesting to investigate its properties.

9.1 Methods

The dataset used is the null/rest dataset described in section 7, although, here we do not add artificial activation to the data. We also need to decide on an arbitrary assumed response for modelling the signal, for this we use the random ISI design also used in section 7.

We can then use the full model (including the best noise model and full HRF modelling with ARD on the undershoots) on the dataset. For each voxel we obtain the marginal posterior probability over the activation height, \( p(a_i|y) \). We can then compute the probability, \( p(a_i > 0|y) \), for each voxel. We then compute the number of “positive” voxels \( N_H \) with \( p(a_i > 0|y) > 1 - H \), and plot \( N_H/N \) against \( H \). This is repeated for a range of \( H \).

9.2 Results

The results are shown as a p-p plot in figure 14. There is good correspondence between the nominal frequentist rate and the rate obtained experimentally using the fully Bayesian spatio-temporal inference. This is because we have a non-informative prior on the activation height parameter, \( a_i \).

10 Conclusions and Discussion

In general, the use of a fully Bayesian approach is a powerful way of considering more reasonable, and often more complex, models whilst guarding against over-fitting and giving correct inference on parameters in the model. We can consider model selection techniques to tune the modelling used and/or we can use techniques such as ARD to adaptively determine the evidence for parameters in the model. ARD is a neat trick to avoid the computational complexities of reversible jumps [27], or similar techniques. This allows us to really explore whether or not there is evidence in the data for the presence of a particular parameter, rather than assuming that there is, and consequently over-fitting and unnecessarily increasing the uncertainty in parameters of interest.
The downside of this approach is that inferring on the models is not analytical and we are required to use techniques such as MCMC. These techniques are time consuming for the large datasets which are encountered in FMRI. On a 2GHz Intel PC the technique takes approximately 6 hours on a single slice of FMRI data. Whilst this is not an obstacle to exploring modelling issues as addressed in this paper, it is realistically an obstacle to using such techniques for “everyday” analysis of FMRI data.

An alternative is to assume approximations to the posterior such as those offered by the framework of Variational Bayes [32]. For example, [38] use Variational Bayes with a multivariate autoregressive temporal model. However, the most common form of Variational Bayes requires conjugate priors and is hence only tractable in the same situations as when Gibbs sampling can be used. For example, in the model used in this paper this would mean that the HRF parameters would be intractable, limiting the choice of HRF modelling to those which would be tractable (e.g. basis functions).

We now discuss some of the issues in noise and signal modelling separately.

10.1 Noise

The noise model consists of a space-time simultaneously specified autoregressive model. We used a model comparison technique in the form of DIC, which balanced model complexity with goodness of fit, to deduce which was the best model out of the ones we considered. This turned out to be a spatially non-stationary, but temporally stationary temporal AR(3) model with a within-matter-type edge-preserving MRF prior on the temporal AR coefficients, combined with a temporally stationary, but spatially non-stationary spatial AR(1) model with a within-matter-type edge-preserving MRF prior on the spatial AR coefficients. We observed matter-type dependence of the spatial and temporal autocorrelation of the noise on three different real FMRI datasets.

It was clear from the DIC model comparisons that use of MRF prior and ARD prior were both beneficial. However, it is currently not clear how to implement both within the same model. Further improvement might include attempting to model the large scale temporal variations $l_{t}$ as in [21, 26]. In this work we remove the worst of these by high-pass filtering as a preprocessing step. If this could be sensibly incorporated into the model then we could be less conservative with the effective high-pass cut-off point and the uncertainty associated with estimating these large scale variations could be taken into account.

10.2 Signal

Previously, parameterised HRFs limited to epochs of boxcar designs have been modelled in a Bayesian framework using MCMC [21, 25]. In this work we introduced a novel half-cosine parameterisation of the HRF, and implemented it in a framework allowing for general stimulation types (boxcar, single-event). We imposed no spatial regularisation of the signal to allow an investigation of what can be inferred at each voxel. Whilst the HRF signal model is voxelwise, it is worth emphasising that the noise model used at the same time is fully spatio-temporal.

The use of the half-cosine parameterised form produces easily interpretable parameters, which is useful for the specification of priors and for interpreting the results. The parameters which represent the size of the initial dip and post undershoot crucially had an ARD prior. An ARD prior will force to zero those parameters that are not supported by the model and the data. This allows us to identify whether or not the data supports the existence of these HRF features on a voxel-wise basis.

One of the results on the HRF characterisation suggested that there is a negative correlation between activation height and HRF time to peak. The idea that activation height is negatively correlated with the HRF time to peak, was also found in [25] for boxcar designs only. However, we need to be careful. The apparent causality between activation height and time to peak is just as likely to be indirect, and merely reflect that for voxels with low activation heights, the uncertainty in the time to peak is larger and hence we get a spread of estimated posterior mean time to peaks around the true value. This is demonstrated in figure 15 with the marginal posterior distribution for a strongly activating voxel having a much tighter distribution than the weakly activating voxel (both from the visual boxcar stimulus). There is another possibility. We may have voxels passing the threshold which are not pure responses to the stimuli. This “confound activation” may be structured noise partially correlated with the assumed response by chance, or response/stimulus related confounds such as motion artefact. These “confound activations” will have apparent HRF shapes spread across a wide range. These could have been avoided by being more restrictive with the HRF shape, however, without knowing the exact shape of the true HRF response a priori, we might then have missed some of the true response to the stimulus. Figure 16 is a schematic suggesting how the
Figure 15: Marginal posterior distribution of the time to peak, \( m_1 + m_2 \), for the visual boxcar stimulation for (a) a voxel with large activation, (b) a voxel with small activation.

Figure 16: Schematic suggesting how the activation height—time to peak scatter plot may be made up of three different effects (1) The “true activation” is negatively correlated. (2) The uncertainty in the “true activation” increases with smaller activation height. (3) There are voxels with “confound activation” passing the threshold. This may be structured noise randomly correlated with the assumed response, or response/stimulus related confounds such as motion artefact — these “confound activations” will have apparent HRF shapes spread across a wide range. There is no clear way with the current model to distinguish between these effects.

activation height—time to peak \((m_1 + m_2)\) scatter plot may be made up of all three of these effects. There is no clear way with the current model to distinguish between these effects.
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12 appendix

12.1 Gamma Distribution

$x$ has a two-parameter gamma distribution, denoted by $Ga(a, b)$, with parameters $a$ and $b$, if its density is given by:

$$f_{Ga}(x; a, b) = \frac{b^a}{\Gamma(a)}x^{a-1}e^{-bx}$$

(27)

where $\Gamma(a)$ is the Gamma function. A $\chi^2$ distribution with $\nu$ degrees of freedom corresponds to the distribution $Ga(\nu/2, 1/2)$. The $b$ parameter is a scale parameter. The one-parameter gamma distribution corresponds to $Ga(a, 1)$. A sample from $Ga(a, b)$ can be obtained by taking a sample from $Ga(a, 1)$ and dividing it by $b$. Note, that a gamma distribution has $mean = a/b$ and $variance = a/b^2$.

12.2 Noise Model MCMC Sampling

All parameters in the noise model have full conditionals which can be sampled from. Hence for all noise parameters we employ Gibbs sampling. See [22] or [20] for an introduction to Gibbs sampling.

In deriving some of the full conditional distributions, expressions of the following type are often obtained:

$$p(\theta|A, B) \propto \exp\{-\frac{1}{2}[\theta^2A - 2\theta B]\}$$

(28)

where $\theta$ is the parameter whose full conditional we are deriving and $A$ and $B$ are functions of the other parameters in the model. This can be expressed as a Normal distribution by completing the square to give:

$$\theta|A, B \sim N(B/A, 1/A)$$

(29)

The full conditions for the noise parameters are as follows.

12.2.1 $\phi_{\epsilon}$

$$\phi_{\epsilon} | \sim Ga\left(\frac{T}{2} + \bar{\epsilon}, \frac{1}{2} \left[ \sum_{i=1}^{T} \left( q_{it} - \left( \sum_{j \in N_i} \beta_{ij} q_{j(t-1)} + \sum_{p=1}^{P} \alpha_{ip} q_{i(t-p)} \right)^2 + \bar{\epsilon} \right) \right] \right)$$

(30)

12.2.2 $\beta_d$ (Spatially stationary spatial model)

$$\beta_d | \sim N(B_{\beta_d}/A_{\beta_d}, 1/A_{\beta_d})$$

(31)

where

$$A_{\beta_d} = \sum_{i \neq i'} \phi_{\epsilon} \left( \sum_{j \in N_{i,i'}} q_{j(t-1)} \right)^2 + \frac{1}{\sigma^2_{\beta}}$$

(32)

$$B_{\beta_d} = \sum_{i \neq i'} \phi_{\epsilon} \left[ \left( q_{it} - \sum_{p=1}^{P} \alpha_{ip} q_{i(t-p)} \right) - \sum_{j \in N_{i,i'}} \beta_{i,j} q_{j(t-1)} \right] \sum_{j \in N_{i,i'}} q_{j(t-1)}$$

(33)
12.2.3 $\beta_{ij}$ (Spatially non-stationary spatial model) with ARD prior

$$
\beta_{ij} \sim N(B_{\beta_{ij}} / A_{\beta_{ij}}, 1 / A_{\beta_{ij}})
$$

(34)

where:

$$
A_{\beta_{ij}} = \sum_t (\phi_{e_i} q^2_j(t-1) + \phi_{e_j} q^2_i(t-1)) + \phi_{\beta_{ij}}
$$

$$
B_{\beta_{ij}} = \sum_t \left[ \phi_{e_i} q_j(t-1) \left( q_n - \sum_{p=1}^{P} \alpha_{jp} q_i(t-p) - \sum_{k \in N_i; k \neq j} \beta_{ik} q_k(t-1) \right) + \phi_{e_j} q_i(t-1) 

\left( q_{jt} - \sum_{p=1}^{P} \alpha_{jp} q_j(t-p) - \sum_{k \in N_j; k \neq i} \beta_{jk} q_k(t-1) \right) \right]
$$

(35)

12.2.4 $\phi_{\beta_{ij}}$ for ARD prior

$$
\phi_{\beta_{ij}} \sim Ga \left( \frac{1}{2} + \bar{a}_\beta, \frac{\bar{\beta}^2_i}{2} + \bar{b}_\beta \right)
$$

(36)

12.2.5 $\beta_{ij}$ (Spatially non-stationary spatial model) with MRF prior

$$
\beta_{ij} \sim N(B_{\beta_{ij}} / A_{\beta_{ij}}, 1 / A_{\beta_{ij}})
$$

(37)

where:

$$
A_{\beta_{ij}} = \sum_t (\phi_{e_i} q^2_j(t-1) + \phi_{e_j} q^2_i(t-1)) + \phi_{\beta} \sum_{L_{ht} \in N_{\alpha_{ij}}} 1
$$

$$
B_{\beta_{ij}} = \sum_t \left[ \phi_{e_i} q_j(t-1) \left( q_n - \sum_{p=1}^{P} \alpha_{jp} q_i(t-p) - \sum_{k \in N_i; k \neq j} \beta_{ik} q_k(t-1) \right) + \phi_{e_j} q_i(t-1) 

\left( q_{jt} - \sum_{p=1}^{P} \alpha_{jp} q_j(t-p) + \phi_{\beta} \sum_{L_{ht} \in N_{\alpha_{ij}}} \beta_{kt} \right) \right]
$$

(38)

where $L_{ij}$ is the link between voxel $i$ and voxel $j$.  
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12.2.6 \( \phi_\beta \) for MRF prior

\[
\phi_\beta | \sim G \left( \frac{N_L}{2} + \tilde{a}_\beta, \right)
\]

\[
\frac{1}{4} \sum_{L_{ij}} \sum_{L_{kt} \in N_{ij}} \left( (\beta_{ij} - \beta_{kt})^2 \right) + \tilde{b}_\beta
\]

(39)

where \( N_L \) is the total number of links between voxels.

12.2.7 \( \alpha_{pi} \) with ARD prior

\[
\alpha_{pi} | \sim N \left( B_{\alpha_{pi}} / A_{\alpha_{pi}}, 1 / A_{\alpha_{pi}} \right).
\]

(40)

where

\[
A_{\alpha_{pi}} = \phi_{ci} \sum_{t=1}^{T} \tilde{q}_{it}^2 (t-p) + \phi_{\alpha p}
\]

(41)

\[
B_{\alpha_{pi}} = \phi_{ci} \sum_{t=1}^{T} \left[ \left( q_{it} - \frac{D}{d=1} \left( \sum_{j \in N_i} \beta_{ij} q_{jt} (t-1) \right) - \sum_{p' \neq p} \alpha_{pi'q} q_{i(t-p')} \right) q_{i(t-p)} \right]
\]

(42)

12.2.8 \( \phi_{\alpha p} \) for ARD prior

\[
\phi_{\alpha p} | \sim Ga \left( \frac{1}{2} + \tilde{a}_\alpha, \frac{\alpha_{\alpha p}^2}{2} + \tilde{b}_\alpha \right)
\]

(43)

12.2.9 \( \alpha_{pi} \) with MRF prior

\[
\alpha_{pi} | \sim N \left( B_{\alpha_{pi}} / A_{\alpha_{pi}}, 1 / A_{\alpha_{pi}} \right)
\]

(44)

where

\[
A_{\alpha_{pi}} = \phi_{ci} \sum_{t=1}^{T} \tilde{q}_{it}^2 (t-p) + \phi_{\alpha p} \sum_{j \in N_i} 1
\]

(45)

\[
B_{\alpha_{pi}} = \phi_{ci} \sum_{t=1}^{T} \left[ \left( q_{it} - \frac{D}{d=1} \left( \sum_{j \in N_i} \beta_{ij} q_{jt} (t-1) \right) - \sum_{p' \neq p} \alpha_{pi'q} q_{i(t-p')} \right) q_{i(t-p)} \right]
\]

\[+ \phi_{\alpha p} \sum_{j \in N_i} \alpha_{pj} \]

(46)

12.2.10 \( \phi_{\alpha p} \) for MRF prior

\[
\phi_{\alpha p} | \sim G \left( \frac{N}{2} + \tilde{a}_\alpha, \frac{1}{2} \sum_{i} \sum_{j \in N_i} ((\alpha_{pi} - \alpha_{pj})^2) + \tilde{b}_\alpha \right)
\]

(47)
12.3 Signal Model MCMC Sampling

12.3.1 $\lambda_{hi}$

This is sampled from using Metropolis-Hastings. We propose univariate jumps in the six parameter space of $\lambda_{hi}$ at each voxel. Metropolis-Hastings requires that the following terms are updated:

\[
\prod_t p(q_\beta | \beta, \alpha, q_{i<\beta}, \phi_{\beta t}) \tag{48}
\]

\[
\prod_{t,j \in N_i} p(q_{j\beta | \beta, \alpha, q_{i<\beta}, \phi_{\beta j}}) \tag{49}
\]

\[
p(\lambda_{hi}) \tag{50}
\]

12.3.2 $a_i$

This is sampled from using Metropolis-Hastings. Although, note that we could have used Gibbs sampling. Metropolis-Hastings requires that the following terms are updated:

\[
\prod_t p(q_\beta | \beta, \alpha, q_{i<\beta}, \phi_{\beta t}) \tag{51}
\]

\[
\prod_{t,j \in N_i} p(q_{j\beta | \beta, \alpha, q_{i<\beta}, \phi_{\beta j}}) \tag{52}
\]
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